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Draft Recommendation 5.5(1)/1 (CBS-16)

"WIS 2.0 will provide users with seamless access 
to diverse information from a wide range of 

sources and will enable weather, water and climate 
information to be related to socioeconomic and 

other application contexts. Through an open eco-
system of tools, applications and services, WIS 2.0 

will allow all information providers to manage, 
publish and share their data, products and 

services and will allow all users to develop value 
added services and new products."
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Draft Recommendation 5.5(1)/1 (CBS-16)

Accessibility: Enhance data collection, high-
volume, reduced complexity 

Interoperability: Industry standard formats 

Visibility: Data visible to government, commerce 
and citizens 

Utility: Exploit meteorological data in context with 
data from other domains
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WIS 2.0 strategy



Draft Recommendation 5.5(1)/1 (CBS-16)

Reliability: Safe with guaranteed performance 

Cost effectiveness: Shared components, economy 
of scale 

Capacity-building: Training services
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WIS 2.0 strategy



OpenWIS v3
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Typical GISCs
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Nothing shared 

Large data  
=> Large infrastructure 
=> Long processing 

Complex installation 

Clustering complexity 
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Data exchange
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GISCs become data 
distribution hubs 

Same data processed 
again and again 

Slow harvesting 

No discovery mechanism 



OpenWIS v3 to v4
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Overview

OpenAM

Admin portal User portal

OpenDJ Database

Data services Security services

SOLR

Portal 
(Core GeoNetwork v3.2.0)

Database

Data servicesSSO

OpenAM OpenDJ

Lucene

v3 v4

Better UI but no changes in terms of data 
processing, bandwidth usage...



OpenWIS v4
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Harvesting performance - out of the box

Embedded H2 
Local shapefile 

Very slow when data 
accumulates 

Practically unusable 
after 100K records 



OpenWIS v4
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Harvesting performance - PostGIS

Embedded H2 
PostGIS shapefile 

Better but still slow 

After some long source code profiling sessions... 

=> Sequential HTTP harvesting and indexing  
     does not scale! 



OpenWIS v4
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Harvesting performance - offline harvesting

Fetch all metadata offline 

Perform filesystem-based 
indexing 

Seems to be the only 
option for prod 



OpenWIS v5
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Architecture overview
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Architecture overview

Why a "hybrid" cloud? 

All components modularised as containers 

Pick'n'mix deployment approach 

Use/Deploy what you need 

Fully-automated, single line deployment 

Fully-automated clustering and high-availability 
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Cloud

Harvesting and Indexing at OWC 

Heavy processing at OWC 

Data storage (e.g. GTS) at OWC 

OWL to maintain localised/private data 

Open Access to data if published at OWC 

How to support private data exchange?
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Private cloud
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Private cloud

OWPC allows private data exchange 

Easy to setup, minimal resource usage 

OWL can consume services from OWC and/or 
zero or more OWPCs 

OWPC provides efficiency even at small scale 



OpenWIS v5
High-level architecture
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OpenWIS v5
High-level architecture

Fully asynchronous harvesting and indexing 

Message-driven data/metadata architecture 

Subscriptions mechanism based on messaging 

State of the art technical stack:  
Angular2, ActiveMQ, Apache Camel, Apache CXF, 
OSGi via Apache Karaf, Elasticsearch, JEE, 
Docker, Postgres 

17



OpenWIS v5
Cloud infrastructure agnostic

Because of containers-based architecture 
members are free to decide what to use 

An "all inclusive" configuration will be provided for 
quick and easy setup 

Individual components can be replaced with 
cloud-specific counterparts 

Examples...
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OpenWIS v5
Cloud infrastructure agnostic
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OpenWIS
Core stack

Filesystem / storage

Database

Message queing

Indexing server

Email server

Docker volume

MariaDB 
official Docker image

ActiveMQ
webcenter/activemq  

Docker image

Elasticsearch
official Docker image

(locally available SMTP)

S3

RDS

SQS

CloudSearch

SES

Object Storage Engine

ApsaraDB for RDS

Message Service

Elasticsearch
official Docker image

(custom SMTP)

Caching Memcached
official Docker image ElastiCache ApsaraDB for 

Memcache



OpenWIS v5
PoC - Architecture



OpenWIS v5
PoC - Home



OpenWIS v5
PoC - Adding servers for harvesting



OpenWIS v5
PoC - Browsing results



OpenWIS v5
PoC - Searching with Elasticsearch



OpenWIS v5
PoC - Benchmarks
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OpenWIS v5
PoC - Try it out

26

curl https://raw.githubusercontent.com/NMichas/OpenWIS-
PoC/master/docker-compose.yml | docker-compose -f - up 

If your Docker Engine is behind a proxy, you can 
inject your proxy's info as: 

curl https://raw.githubusercontent.com/NMichas/OpenWIS-
PoC/master/docker-compose.yml | HTTP_PROXY=http://
proxy:port docker-compose -f - up


